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Cardiac Risk Stratification in Renal
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William M. Bennett, MD, and Richard A. Wilson, MD

The purpose of this study was to determine if an expert
network, a form of artificial intelligence, could effectively
stratify cardiac risk in candidates for renal transplant.
Input into the expert network consisted of clinical risk
factors and thallium-201 stress test data. Clinical risk
factor screening alone identified 95 of 189 patients as
high risk. These 95 patients underwent thallium-201
stress testing, and 53 had either reversible or fixed de-
fects. The other 42 patients were classified as low risk.
This algorithm made up the ‘‘expert system,’’ and during
the 4-year follow-up period had a sensitivity of 82%,
specificity of 77%, and accuracy of 78%. An artificial
neural network was added to the expert system, creat-

ing an expert network. Input into the neural network
consisted of both clinical variables and thallium-201
stress test data. There were 5 hidden nodes and the out-
put (end point) was cardiac death. The expert network
increased the specificity of the expert system alone from
77% to 90% (põ0.001), the accuracy from 78% to 89%
(p õ0.005), and maintained the overall sensitivity at
88%. An expert network based on clinical risk factor
screening and thallium-201 stress testing had an accu-
racy of 89% in predicting the 4-year cardiac mortality
among 189 renal transplant candidates. Q1997 by
Excerpta Medica, Inc.

(Am J Cardiol 1997;79:415–417)

In the United States, registrations on the United
Network of Organ Sharing national waiting list are

more than three times the number of cadaver kidneys
available for transplantation.1 Organ life can be in-
creased by transplanting kidneys into the healthiest
transplant candidates. Cardiac disease is the most
common cause of death among renal transplant re-
cepients.2 Thus, risk stratification before transplan-
tation includes an assessment of cardiovascular
status. This study attempts to use 2 complimentary
forms of artificial intelligence in order to improve
cardiac risk stratification. First, an ‘‘expert system’’3

based on deductive reasoning (applying results of
large population studies to individual cases, e.g., a
decision tree) was used. However, this lacked speci-
ficity, so an ‘‘artificial neural network’’4–6 was added
to create a more specific ‘‘expert network’’7 using
inductive reasoning8 (i.e., making generalizations
based on individual cases).

METHODS
Expert system design: Originally, the expert sys-

tem was prospectively applied to the 189 consec-
utive patients being considered for renal transplan-
tation at Oregon Health Sciences University
between June 1987 and September 1988. Patients
were followed from the time of entry up until Au-
gust 1992. The median follow-up was 46.8 months
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(range 0.5 to 62) and 94% of patients were fol-
lowed for at least 1 year. This algorithm is de-
scribed in detail elsewhere.9 The initial decision
point on the algorithm was the presence or absence
of ¢1 of the following 5 high risk factors: con-
gestive heart failure, a history of angina, an ab-
normal electrocardiogram (except for left ventric-
ular hypertrophy), insulin-dependent diabetes
mellitus, or age ¢50 years. Patients without any
of these 5 clinical variables were placed in the low-
risk category and no further cardiac workup was
undertaken. Those with ¢1 of these risk factors
underwent thallium-201 stress testing with either
exercise or dipyridamole. For this study, patients
with normal perfusion were placed in the low-risk
category. Patients with ¢1 fixed or reversible de-
fect were placed in the high-risk category. This
algorithm alone constituted the expert system.

Neural network architecture: Only patients placed
in the high-risk category by the expert system were
analyzed by the neural network. Inputs into the neu-
ral network included 15 clinical variables and 5 vari-
ables from the thallium-201 stress test (Table I), giv-
ing a total of 20 input nodes. The neural network had
5 hidden nodes in 1 layer. This layer of 5 hidden
nodes is a layer of neurones that does not connect to
the outside world but connects to the output node.
There was 1 output node consisting of cardiac death.
The artificial neural network was created using a
commercial software program run on a desktop per-
sonal computer under Microsoft Windows (Brain-
maker version 3.1, Nevada City, California). The ar-
tificial neural network was trained to convergence
(at which point the network has moved toward a sta-
ble state after the input pattern has been applied) on

of the high-risk patients, then blindly tested only1
2

once on the other . Patients were randomly assigned1
2
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FIGURE 1. The addition of an artificial neural network to the expert system en-
abled an additional 21 patients to be considered at low risk for cardiac death
(CD).

TABLE I Clinical and Thallium Stress Test Variables

Clinical variables
1. Age (õ40, 40–49, 50–59, ú60)
2. Gender
3. Insulin-dependent diabetes mellitus (present/absent)
4. Q waves on electrocardiogram (yes/no)
5. Angina (yes/no)
6. Congestive heart failure (yes/no)
7. Abnormal baseline electrocardiogram (yes/no)
8. Hypertension (yes/no)
9. Smoker (yes/no)

10. Previous coronary artery bypass graft (yes/no)
11. Taking digoxin (yes/no)
12. Taking calcium channel blockers (yes/no)
13. Taking b blockers (yes/no)
14. Taking transdermal nitroglycerin (yes/no)
15. Cholesterol ú240 mg/dl (yes/no)

Thallium-201 stress test variables
1. ST-segment abnormality on electrocardiogram
2. Chest pain during stress test
3. Number of reversible defects
4. Number of fixed defects
5. Lung/heart ratio ú0.50

TABLE II Components of Screening Algorithm

Cardiac
Death

Yes No Chi-Square p Value

Clinical risk factors
Present 16 79
Absent 1 93 14.5 õ0.001

Perfusion defect
Present 14 39
Absent 2 40 7.6 õ0.01

Expert system (clinical / thallium)
High risk 14 39
Low risk 3 136 26.0 õ0.001

Artificial intelligence
High risk 7 9
Low risk 0 11 5.0 õ0.05

Expert network
High risk 14 18
Low risk 3 154 55.6 õ0.001

to either the testing or training group, with the ex-
ception that of the cardiac deaths were intentionally1

2

placed in the training group, and the other in the1
2

testing group. Results of the blinded testing were

applied to the entire high-risk cohort to
estimate the incremental value of the
neural network.

Thallium scintigraphy: Planar thal-
lium imaging was performed in the an-
terior, 457, and 707 left anterior oblique
projections. Quantitative circumferen-
tial count profile analysis was per-
formed as previously described.9,10

Statistical analysis: Yates’ corrected
chi-square values were calculated for
the 2 1 2 contingency tables.11 Z
scores were calculated to compare
changes in sensitivity, specificity, and
accuracy made by the addition of the
neural network to the expert system.12

RESULTS
Clinical risk factor screening: This clinical screening

algorithm had a sensitivity, specificity, and accuracy
of 94%, 54%, and 58%, respectively, for detecting
cardiac death among the 189 renal transplant can-
didates (Table II).

Thallium-201 stress testing: Patients with ¢1 of the
clinical high-risk factors were further stratified by
thallium-201 stress testing. The sensitivity, specific-
ity, and accuracy of the thallium-201 stress test on
the 95 patients identified as high risk by the clinical
screening algorithm were 88%, 51%, and 57%, re-
spectively (Table II). The addition of thallium-201
stress testing to the clinical screening algorithm im-
proved the overall accuracy from 58% to 78% (p
õ0.001). Together, the clinical screening algorithm
combined with thallium-201 stress testing consti-
tuted the expert system (Table II).

Artificial neural network: The 53 patients entered
into the artificial neural network consisted of a train-
ing group of 26 patients, and a testing group of 27

patients. Among these 27 patients,
the sensitivity, specificity, and ac-
curacy of the artificial neural net-
work for detecting cardiac death
during the follow-up period was
100%, 55%, and 67%, respectively
(Table II).

Expert network: To estimate the
incremental benefit of the artificial
neural network on the risk stratifi-
cation algorithm, results from the
testing group of 27 patients were
generalized to the entire 53 patients
with a reversible or fixed defect on
thallium-201 stress testing. The ad-
dition of the neural network to the
expert system, creating an expert
network, would enable an addi-
tional 21 patients to be placed in the
low-risk category. The addition of

the artificial neural network to the expert system
alone increased the accuracy of risk stratification
from 78% to 90% (p õ0.001). This constituted our
expert network (Table II). The overall accuracy of
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the expert network in the clinical high-risk patients
without the 26 test patients (84%) was higher than
the expert system alone without the same 26 test pa-
tients (68%, p õ0.05).

DISCUSSION
Expert systems: One limitation of expert systems

is that they have difficulty in modeling chaotic bio-
logic systems. This is because linear mathematic
equations don’t allow representation of irregular sur-
faces.13 The strength of an expert system, on the
other hand, is clearly shown by our data. Of the 136
patients classified as low risk for cardiovascular dis-
ease by our expert system, only 3 died from cardiac
causes over a 4-year period. This degree of accuracy
for identification of the low-risk patient is hard to
improve upon, whether it be by an artificial neural
network, a different expert system, or clinical intui-
tion.

Artificial neural networks: Artificial neural net-
works have a different set of strengths and weak-
nesses. A major problem among artificial neural net-
works is overtraining.14 When an artificial neural
network is overtrained, it models the test group so
well that it becomes poor at predicting outcomes
when new cases are presented. We chose to train on

of the cases, then test only once on the other .1 1
2 2

Testing just once after training seemed a reasonable
method to get an accurate gauge of the predictive
power of our trained neural network. Use of this
method meant that we could only estimate the effect
a fully trained neural network would have on all 53
patients. This assumption, however, was not neces-
sary to show the usefulness of the neural network.
Without any assumptions, the neural network still
demonstrated a statistically significant ability to risk
stratify the test group of 27 patients. However, the
large number of statistical tests performed in this
study could potentially give rise to an incorrect con-
clusion.

Expert networks: Our study showed that neural net-
work technology can enhance an expert system’s
ability to risk stratify renal transplant candidates.
Further prospective validation of this neural network
approach to risk stratification in renal transplant can-

didates with a larger multicenter study may be use-
ful. At a time when cost control in the medical field
is of increased importance, artificial intelligence
tools have special appeal because the patient does
not need to undergo further testing in order to gain
improved risk stratification. The addition of a neural
network to an expert system based on clinical vari-
ables and thallium-201 stress test data significantly
increased the cardiac risk stratification of renal trans-
plant candidates. In this clinical situation, artificial
intelligence using both deductive and inductive rea-
soning—the expert network—appears to be supe-
rior to either an expert system or an artificial neural
network alone.
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